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            Abstract
          
        

        
          Image classification is one of the fundamental applications of computer vision. It enables a system to identify an object in an image. Recently, image classification applications have broadened their scope from computer applications to edge devices. The convolutional neural network (CNN) is the main class of deep learning neural networks that are widely used in computer tasks, and it delivers high accuracy. However, CNN algorithms use a large number of parameters and incur high computational costs, which hinder their implementation in edge hardware devices. To address this issue, this paper proposes a lightweight image classifier that provides good accuracy while using fewer parameters. The proposed image classifier diverts the input into three paths and utilizes different scales of receptive fields to extract more feature maps while using fewer parameters at the time of training. This results in the development of a model of small size. This model is tested on the CIFAR-10 dataset and achieves an accuracy of 90% using .26M parameters. This is better than the state-of-the-art models, and it can be implemented on edge devices.
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      1. INTRODUCTION
      Computer vision is the field of computer science that empowers computers to identify, detect, and understand various objects in an image or a video. Computer vision replicates the method by which humans observe and understand the world. It has a large variety of applications, including image classification. In addition, it can be considered as a significant problem because it is the basis for other computer-vision-related problems. Traditional machine learning approaches have been used for image classification purposes. However, the outcomes have not effective [1]. Deep learning can produce better results by utilizing large datasets and backpropagation algorithms [2]. Of the various deep neural networks, the convolutional neural network is most prominent because it provides exceptional results in computer-vision-related problems.

      Hubel and Wiesel determined that animal visual cortex cells detect light in the small receptive field [3]. Inspired by this, in 1980, Kunihiko Fukushima introduced neocognitron, which is a multi-layered neural network capable of identifying visual patterns hierarchically through learning [4], and is considered the theoretical inspiration for convolutional neural networks (CNNs). In the 1990’s, a practical CNN model (called LeNet-5) was introduced by LeCun [5]. The CNN was then used for various visual tasks that facilitate training. However, training data and computing capability were inadequate. Those issues have been resolved because at present, a large number of datasets with good quality images (e.g., CIFAR-10 [6], CIFAR-100 [7], and ImageNet [8]) and substantial computing power are available.

      Recently, the use of computer-vision-related work has advanced beyond computer applications to edge devices. This makes the implementation of larger CNN models on these hardware devices more difficult. Most of the CNN algorithms require a large amount of data and high computing power. Hence, cloud servers constitute the most reliable option. It is infeasible to accomplish substantial computations on mobile devices. Considering this, many researchers are focusing on lightweight CNN architectures that can be implemented on hardware devices. Lightweight ConvNets are in high demand, and many researchers are working on this topic. Studies on lightweight networks, such as MobileNet [9] and ShuffleNet [10], reveal the scope for improvement in the construction of more memory-efficient architecture for edge devices.

      The convolutional layer in conjunction with batch normalization and the activation function yields better results than other machine learning algorithms. We can obtain highly effective results using CNNs. However, the need for less power-consuming devices continues to increase. As a model becomes deeper, the accuracy generally increases. However, the size of the model increases simultaneously, which causes delays in inference time [9]. The focus of this work is to develop a model that can be used for software as well as hardware devices.

      The two main functions of CNNs are filtering and combining. A normal convolution network carries out both of these simultaneously. In this study, a lightweight CNN is proposed by using pointwise and depthwise convolution. It provides good accuracy and uses fewer parameters than state-of-the-art models. The pooling layer is also used for the downsampling.

      The proposed lightweight model relies on the method proposed by the MobileNet framework [9], which divides the filtering and combining tasks into two layers. This results in the use of a smaller number of parameters and the achievement of an accuracy comparable to that of normal convolution. Fig. 1 shows how depthwise and pointwise convolution performs filtering and combining tasks. Depthwise convolution divides all three input channels and then applies the filter on these individually, as shown in Fig. 1. Pointwise convolution is used for the combining process. An image classification model is proposed by utilizing depthwise and pointwise convolution.
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          Depthwise & pointwise convolution [10]. 
        
        

        

      

    

    

  
    
      2. Proposed Method
      The proposed image classifier comprises two principal blocks: the first and second blocks are named as Main_block and Transition_block, respectively. Main_block divides the input into three paths to extract more features, and Transition_block is majorly responsible for downsampling.

      
        2.1 Main_block
        In Fig. 2, Main_block receives the input from the previous layer and divides it into three paths, as follows:

        
          
          

          Fig. 2. 
				
          

          
            Main Block of the architecture.
          
          

          

        

        (1) The first path includes a sequence of a pointwise convolutional layer followed by a depthwise and a pointwise convolutional layer. The pointwise layer is used as the first layer in this path to create the projection of feature maps for the next layers.

        (2) The second path comprises a depthwise convolutional layer followed by a pointwise convolutional layer.

        (3) The third path directly goes to the concatenation layer.

        The term “k” used in Main_block determines the number of filters to be used in the specific layer. “k” is set as 64 in the model for CIFAR-10. After passing through the three paths and performing convolution, concatenation is conducted. After concatenation, the output is sent to the transition layer for further processing.

      

      
        2.2 Transition_block
        Transition_block receives input from the previous Main_block and sends it first to a pointwise convolutional layer, then to the average pooling layer (2 × 2) that is responsible for the downsampling in the architecture (see Fig. 3). The transition layer plays a key role in the architecture and is based on the DenseNet architecture [12].
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            Transition Block.
          
          

          

        

        The output from the transition block goes to Main_block again and repeats the process. The repetition is set to four for this work.

      

      
        2.3 Pseudo-code
        The pseudo-code of the proposed method is shown in Fig. 4. The entire network consists of the initial layer and four repetitions of Main_block and Transition_block. The first layer is a pointwise convolutional layer that is followed by the batch normalization and ReLU activation function layer.

        
          
          

          Fig. 4. 
				
          

          
            Pseudo-code of the proposed image classifier.
          
          

          

        

        The repetitions of Main_block and Transition_block is set to four. In the fourth repetition, only Main_block is repeated. After the final repetition, a pointwise convolutional layer followed by global average pooling and dropout (0.5) is set. The pseudo-code shown in Fig. 4 explains the entire architecture of the proposed model. All the depthwise and pointwise convolutional layers are followed by the batch normalization and the ReLU activation function.

      

    

    

  
    
      3. RESULTS AND DISCUSSIONS
      This section discusses the dataset used for the work and compares the proposed model with the state-of-art models.

      
        3.1 Dataset Used
        The dataset used for this work is CIFAR-10 [6]. It consists of 10 classes and contains 50,000 training images and 10,000 testing images. The size of the images is 32 × 32. Because the images are colored, the channel size is three (32 × 32 × 3).

      

      
        3.2 Performance Analysis
        The proposed model is trained on Titan X GPU for 120 epochs. The batch size is set to 64. Adam is used as the optimizer. The number of parameters used for the training is 266,534, which is less than the number in Refs. [9] and [13]. The model is small-sized (3.5 MB). This makes it suitable for implementation on edge devices. The proposed model is compared with two previously constructed models, as shown in Table 1. The three models are tested on the CIFAR-10 dataset. The results show that the proposed model uses very few parameters and also provides good accuracy compared with the other works.

        
          Table 1. 
				
          

          
            Accuracy & parameter comparison.
          
          

        

        
          
            
              	Models
              	No. of Parameters
              	Accuracy
            

          
          
            	Lightweight [13]
            	4.1M
            	84.25%
          

          
            	MobileNet [Acc. to 13]
            	4.2M
            	83.91%
          

          
            	 Proposed classifier
            	.26M
            	90%
          

        

        

      

    

    

  
    
      4. CONCLUSION
      In this study, a lightweight image classifier is proposed using depthwise and pointwise convolution. To assess the efficacy of the model, it is tested on the CIFAR-10 dataset. The result shows that the proposed model yields better results in terms of the number of parameters and accuracy. There is a substantial difference in the number of parameters used for training the model on CIFAR-10: the proposed method uses. 26M parameters. The size of the model is also very small (3.5 MB). This renders it preferable for implementation in edge devices. The proposed classifier can be used as the base network for the object detection model. In future work, the proposed classifier would be implemented on larger datasets and on hardware devices.
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