
Journal of

Sensor Science and Technology

AR
TI
CL
E

AR
TI
CL
E The Korean Sensors Society
Comparative Study on the Robustness against Gyroscope Bias of Rule-based 

and Machine-Learning-based Attitude Estimation Approaches

Ji Hoon Park
1

, Chang June Lee
2

, and Jung Keun Lee
1,+

1School of ICT, Robotics and Mechanical Engineering, Hankyong National University, 327 Jungang–ro, Anseong, Gyeonggi 456-749, Korea
2Department of Integrated Systems Engineering, Hankyong National University, 327 Jungang–ro, Anseong, Gyeonggi 456-749, Korea

1. INTRODUCTION

Accurate attitude estimation is crucial for a wide range of 

autonomous systems, including unmanned aerial vehicles, 

robots, and handheld devices [1-9]. In these systems, inertial 

measurement units (IMUs), specifically gyroscopes, play a 

fundamental role in measuring angular rates, which are then 

integrated to estimate the orientation over time. Despite their 

importance, gyroscopes are subject to various sources of error, 

among which gyroscopic bias is one of the most significant. 

The gyroscope bias refers to a nonzero sensor output when 

there is no actual rotation, leading to a cumulative drift in the 

estimated orientation.

Traditionally, rule-based methods, such as the Kalman filter 

(KF) or complementary filter (CF), have been widely adopted 

to fuse IMU data for attitude estimation [3-7,9-14]. Rule-

based algorithms process data based on explicitly defined 

mathematical models and logic. These algorithms estimate 

attitudes using sensor data and system dynamics based on 

predefined rules. In the context of attitude estimation, rule-

based approaches generally interpret IMU data using physical 

models and signal processing techniques. Rule-based 

algorithms often apply bias compensation mechanisms to 

address the errors caused by gyroscopic bias.

However, in recent years, machine learning (ML) 

approaches have attracted attention as alternative or 

complementary methods for attitude estimation [15-21]. 

These methods often leverage large datasets to learn complex 

sensor-to-attitude mappings, potentially capturing nonlinearities

and sensor-specific nuances more effectively than the 

traditional filtering approaches. An ML-based method can 

apply bias augmentation during the training process to 

mitigate the effects of gyroscopic bias.

Despite the widespread popularity of rule-based approaches 

and the considerable potential of ML-based approaches, com-

parative studies focusing on the robustness of these methods 

to gyroscopic bias are scarce. Although numerous studies 

have demonstrated how rule-based and ML-based approaches 
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perform under typical conditions, few studies have investi-

gated the reliability of each method when the gyroscope bias 

is systematically varied or under real-world conditions where 

the sensor offset can be significant. Understanding this robust-

ness is vital because an unaccounted bias can lead to sub-

stantial orientation errors when integrated over time, which 

may compromise navigation, control, and safety in autono-

mous operations.

This study compared and analyzed the robustness of rule-

based and ML-based methods against gyroscopic bias, where 

robustness was evaluated by comparing the performance at dif-

ferent bias levels. In this context, a greater performance deg-

radation owing to gyroscope bias indicates lower robustness. 

The objective of this study was to assess which attitude esti-

mation method is more robust to bias based on the analysis 

results. 

The remainder of this paper is organized as follows: Sec-

tion 2 introduces the estimation methods of both rule-based 

and ML-based approaches along with a review of related 

studies. Section 3 presents the validation methodology for 

robustness, the types of validation data, and the process of 

generating validation bias. In Section 4, the performance of 

each method in attitude estimation using validation data is 

analyzed, and the performance and robustness of the rule-

based and ML-based methods are compared. Additionally, 

the results are discussed, highlighting the key insights into 

the robustness of each method against gyroscopic bias. 

Finally, Section 5 presents the conclusions and outlines pos-

sible directions for future studies.

2. LITERATURE REVIEW

2.1 Rule-based Method

The rule-based method is based on the strapdown integration 

of the gyroscope signal and the vertical reference vector of the 

accelerometer. First, the gyroscope signal is modeled as fol-

lows:

 (1)

Here, S
ω is the actual angular velocity, bG is the bias, nG is 

the noise, and the left superscript S indicates that the vector 

was observed at the sensor coordinate system {S}. Using the 

gyroscope signal, the sensor orientation of the sensor coor-

dinate system {S} with respect to the inertial coordinate system 

{I} at discrete time t was computed through strapdown inte-

gration as follows:

 (2)

where Δt is the sampling time, and [S
yG,t−1×] is the cross-prod-

uct matrix of S
yG,t−1, which is represented as follows:

  (3)

However, strapdown integration has a drift error problem 

owing to the accumulation of sensor errors during integration, 

and several studies have employed rule-based sensor fusion 

algorithms [4,5,7,10-14], such as the KF and CF, which fuse 

the gyroscope and accelerometer signals to compensate for the 

drift error. These rule-based algorithms determine the optimal 

attitude by determining the fusion weights based on sensor 

noise covariance or model parameters. As these algorithms 

update the state information recursively, they are effective for 

real-time attitude estimation. 

Lee et al. [10] proposed a KF to estimate the vertical ref-

erence vector, where the external acceleration was modeled as 

a Markov chain process. However, this method does not incor-

porate a gyroscopic bias compensation mechanism. Roetenberg 

et al. [11] proposed an error-state KF to estimate and com-

pensate for various factors. The KF determines and compen-

sates for the orientation error, gyroscope bias, and disturbance. 

Laidig et al. [12] proposed an algorithm for attitude quaternion 

estimation and employed a KF to estimate and compensate for 

gyroscope bias in both static and dynamic states.

2.2 ML-based Method

ML-based methods employ ML models, such as recurrent 

neural networks (RNNs), for attitude estimation. An RNN is 

an ML model suitable for time-series processing, and long 

short-term memory and gated recurrent units (GRU) are 

derived from the basic RNN to solve the long-term 

dependency problem. Recent studies have combined ML- and 

rule-based filter algorithms or developed end-to-end RNN-

type models to estimate attitudes based on IMU signals 

[15,16,18,21]. This study focused on an end-to-end RNN 

model for attitude estimation. 

Weber et al. [15] proposed an end-to-end GRU model devel-

oped to solve the long-term dependency problem for estimat-

ing attitude quaternions using accelerometer signals, gyroscope 

signals, and sampling time as model inputs. Choi et al. [16] 

developed a parallel model consisting of two separate GRU 

models for estimating the attitude and heading. The former 

model receives accelerometer and gyroscope signals and out-

puts a vertical reference vector. These studies applied data aug-

mentation to datasets of various dynamic scenarios and used 

them for model training to improve the learning performance 

of the model [15,16,22-29]. In both studies, data augmentation 

was implemented by adding a sensor bias or noise to the signal 
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of the original dataset or by applying rotation. Furthermore, a 

follow-up study of [16] investigated the effects of data aug-

mentation on the attitude estimation performance [22].

3. METHODOLOGY

This study aimed to compare the robustness of rule-based and 

ML-based methods against gyroscopic bias. In this study, three 

methods (M1–M3) were selected as rule-based methods and 

three methods (M4–M6) were selected as ML-based methods.

For rule-based methods, M1 is the KF proposed in [10] for 

estimating the vertical reference vector and M2 is an error-state 

KF available in MATLAB, which is an extension of the KF pro-

posed in [12]. M3 is the quaternion-estimation algorithm pro-

posed in [12]. Among these, M1 was selected as the method 

without bias compensation, whereas M2 and M3 were selected 

as the methods incorporating a bias compensation mechanism.

Among the ML methods, M4 and M5 are the GRU models 

proposed in [16] for estimating the vertical reference vector, 

and M6 is the GRU model proposed in [15] for quaternion 

estimation. To investigate the effect of bias augmentation on 

the robustness against gyroscopic bias, we compared models 

without bias augmentation (M4) and with bias augmentation 

(M5 and M6). To compare the robustness against gyroscope 

bias owing to data augmentation, bias augmentation was not 

applied to M4 (which had the same model structure and train-

ing data size as M5), whereas it was applied to M5 and M6.

The evaluation dataset was obtained from a validation data-

set used in [16]. The dataset consists of 9-axis IMU signals 

from the MTw (Xsens Technologies B.V., Enschede, The 

Netherlands) and the truth reference of the attitude measured 

using an optical motion capture system, OptiTrack Flex 13 

(NaturalPoint, Inc., Corvallis, OR, USA). The data from both 

systems were recorded at a sampling rate of 100 Hz. All the 

experimental data included a rest period of approximately 20 s 

at the beginning and end of the experiment. Furthermore, as 

this study required validation data containing static states for 

accurate gyroscope bias estimation and removal, only 112 

datasets obtained by attaching the IMU to a rigid body rather 

than a human body segment were used for validation.

In this study, to assume situations where it is easy and dif-

ficult to remove bias, the performance was compared for the 

following two cases: Case 1, where static intervals were 

included, and Case 2, where static intervals were removed. 

Cases 1 and 2 enable a comparison of the bias compensation 

effects depending on the presence or absence of static intervals. 

The performance of the selected comparison group was ana-

lyzed according to different validation bias magnitudes to eval-

uate robustness. The original bias in the dataset must be 

removed to ensure accurate evaluation under predefined bias 

magnitudes. Thus, we eliminated bias using the gyroscope sig-

nals during the rest intervals of each dataset and then applied 

Fig. 1. (a) RMSE and (b) increment in RMSE compared with when the bias was 0°/s for Case 1 (unit: °)
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predefined validation bias vectors to the gyroscope signals for 

validation. As bias can occur in different directions for each of 

the three axes, validation bias vectors were generated and 

applied using the following procedure: (i) A random seed was 

set for each bias magnitude to generate bias vectors with ran-

dom directions. (ii) The random function in MATLAB was 

used to generate normally distributed random numbers, cre-

ating 112 three-dimensional vectors corresponding to the num-

ber of validation dataset samples. Each vector was normalized 

to obtain a unit vector in a random direction. (iii) The pre-

defined bias magnitudes were multiplied by the unit vectors to 

generate 112 validation bias vectors with fixed magnitudes and 

random directions. The generated constant-bias vectors were 

applied to the corresponding validation datasets.

The validation biases were set to realistic magnitudes. Mea-

surements of MEMS-based IMU biases in our laboratory indi-

cated that the bias magnitudes were within 2.5°/s. Therefore, this 

value was chosen as the maximum realistic bias magnitude. To 

examine the performance variations at different bias levels, the 

validation bias magnitudes were set to 0, 0.5, 1, 1.5, 2, and 2.5°/s.

4. RESULTS AND DISCUSSIONS

4.1 Results

Robustness against bias can be evaluated based on the deg-

radation in the estimation performance owing to bias. There-

fore, in this study, as an evaluation metric, the robustness to 

validation gyroscope bias was evaluated using the increment of 

the root mean square errors (RMSEs) of the roll and pitch 

angles. The RMSE increment was derived by comparing it 

with the baseline condition in which the bias was 0°/s (i.e., the 

bias-free condition). Fig. 1 shows the attitude RMSE and its 

increment for the six comparison methods in Case 1, including 

static intervals. As shown in Fig. 1, M3 and M6 exhibited 

superior estimation performances in the baseline condition, 

with the RMSEs of 0.86° and 1.09°, respectively, whereas M2 

showed the worst estimation performance with an RMSE of 

2.85°. The remaining methods (M1, M4, and M5) exhibited 

moderate performances, with RMSEs ranging from 1.43° to 

1.58°. In terms of the RMSE increment, the RMSE of M1 

increased by 2.83° as the bias increased from 0 to 2.5°/s, which 

was the largest among the six methods. M6 showed an RMSE 

increment of 1.20° as the bias increased by 2.5°/s, whereas 

M2–M5 showed an RMSE increment of less than 0.5° as the 

bias increased. The RMSE increment of M2 was 0.02°, which 

was highly insignificant, whereas that of M3 remained at 0.01° 

until the bias reached 2°/s, but sharply increased to 0.26° at 

2.5°/s. 

Fig. 2 shows the attitude RMSE and its increase in Case 2 

after removing the static intervals. In this case, M1 cannot 

obtain an accurate initial reference vector, which leads to an 

Fig. 2. (a) RMSE and (b) increment in RMSE compared with when the bias was 0°/s for Case 2 (unit: °)
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inaccurate attitude estimation. Accordingly, M1 was excluded 

from the results of Case 2 because it was difficult to analyze 

the robustness of the bias owing to the significant errors caused 

by the absence of the initial static intervals. Fig. 2 indicates that 

all the methods exhibited a higher RMSE in Case 2 than in 

Case 1 because static intervals were not included. Similar to 

Case 1, M3 showed the best performance with an RMSE of 

1.18°, whereas M2 showed the worst performance with an 

RMSE of 3.36°. In the baseline, M6 (1.42°), M5 (1.88°), and 

M4 (1.99°) showed superior performances in that order, but as 

the bias increased to 2.5°/s, the error of M6 (2.59°) exceeded 

that of M4 and M5 (≤ 2.4°). Although M3 exhibited no per-

formance degradation for Case 1 up to a certain bias mag-

nitude, its RMSE gradually increased with increasing bias 

magnitude for Case 2. Additionally, the remaining four meth-

ods, except M3, exhibited similar RMSE increments in Cases 

1 and 2.

Fig. 3 shows the magnitude of the gyroscope signal and 

pitch error for the validation biases of 0°/s (baseline) and 2.5°/

s. Comparing the results, M1, which lacks a bias compensation 

mechanism, showed a drift during dynamic periods when sub-

jected to a bias of 2.5°/s.

4.2 Discussions

M1 estimates the vertical reference vector by applying a 

Markov-chain-based external acceleration model to compen-

sate for dynamic disturbances. However, as M1 lacks a bias 

compensation mechanism, the estimation performance dete-

riorated significantly as the validation bias magnitude 

increased, despite its ability to correct for external acceleration. 

These results highlight the importance of gyroscopic bias com-

pensation.

M2 employs a KF to estimate the gyroscope bias and exter-

Fig. 3. Pitch errors and magnitudes of the gyroscope signals of the data
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nal acceleration. The baseline RMSEs for Cases 1 and 2 were 

2.85° and 3.36°, respectively, which were higher than the 

RMSE from the other methods under a validation bias of 2.5°/s. 

However, M2 maintained a maximum RMSE increment of 

only 0.02° for both Cases 1 and 2, indicating no performance 

degradation with increasing validation bias. Thus, M2 is robust 

to bias, but exhibits weak inherent estimation performance.

M3 demonstrated the best estimation performance among all 

the methods for both Cases 1 and 2. It maintained an RMSE 

increment of only 0.01° for Case 1 up to a validation bias of 

2°/s, with an increment of 0.26° at 2.5°/s. This suggests that 

the bias compensation mechanism of M3 is designed to handle 

biases up to 2°/s. However, unlike in Case 1, the RMSE of M3 

in Case 2 gradually increased with increasing bias magnitude. 

Specifically, when the bias was 2.5°/s in Case 1, the RMSE 

increase was 0.26°, whereas that in Case 2 was approximately 

doubled at 0.56°. This can be attributed to the bias compen-

sation mechanism that estimates the bias by distinguishing 

between static and dynamic states, which results in a degraded 

compensation performance when the data are limited to static 

intervals. Additionally, the RMSE increment of M3 in Case 2 

was comparable to or slightly larger than those of M4 and M5. 

M4 and M5 had the same model structure but differed in 

the presence or absence of bias augmentation, and the per-

formance improvement owing to the application of bias 

augmentation was not significant. However, both methods 

exhibited similar RMSE increments across all the validation 

bias magnitudes, indicating that, although bias augmenta-

tion improved the inherent estimation performance by 

approximately 0.15°, it did not enhance the robustness 

against bias.

M6 exhibited the best baseline estimation performance 

among the ML-based methods for Cases 1 and 2. However, the 

RMSE increments with increasing bias magnitude were larger 

than those of M4 and M5, with the maximum RMSE values of 

2.29° for Case 1 and 2.59° for Case 2, indicating a weaker 

robustness against bias. Thus, although M6 achieves an excel-

lent inherent estimation performance, it is less robust to bias.

By comparing rule-based algorithms with and without bias 

compensation mechanisms, significant performance degrada-

tion was observed in the absence of compensation, confirming 

that existing bias compensation mechanisms provide an effec-

tive correction for constant biases. Among the ML-based 

methods, M5 and M6 applied bias augmentation instead of 

preprocessing steps for immediate compensation to improve 

robustness. However, the results indicate that bias augmen-

tation does not enhance robustness. Furthermore, given that the 

RMSE increase of M6 was greater than that of M4, it is sus-

pected that bias augmentation may degrade robustness. This 

suggests that, while bias augmentation improves the inherent 

estimation performance, it does not contribute to robustness. 

One reason for this is presumed to be that models with bias 

augmentation, which are trained with biases within a specific 

range, may experience further degradation in actual estimation 

performance when subjected to validation biases larger than 

the training range. Additionally, further analysis is required on 

factors, such as the bias magnitude used for augmentation, the 

ratio of augmented data to original data, and other training 

parameters, to understand the difference in robustness between 

M5 and M6.

All ML-based methods directly utilize gyroscope signals 

with bias as the input data, without any explicit bias com-

pensation. Nevertheless, compared with M1, a rule-based algo-

rithm without a bias compensation mechanism, the ML-based 

methods exhibited significantly higher robustness. This can be 

attributed to the fundamental differences in the estimation 

approaches. While rule-based algorithms rely on strapdown 

integration, which is susceptible to drift owing to accumulated 

errors, ML-based methods estimate attitudes using parameters 

learned from temporal patterns in time-series data. Conse-

quently, it can be inferred that the ML-based methods inher-

ently exhibit greater robustness. 

Overall, ML-based methods demonstrated greater robustness 

than rule-based methods without a bias compensation mech-

anism. However, when a bias compensation mechanism is 

applied to a rule-based method, it exhibits higher robustness 

than ML-based methods. 

Rule-based methods explicitly estimate the bias and com-

pensate for it (i.e., estimate and remove it from gyroscope sig-

nals). For example, M3 applies a bias estimation KF, where the 

KF directly uses gyroscope signals as bias measurements 

under static conditions and estimates the bias using the rotation 

matrix and accelerometer signals under dynamic conditions. In 

contrast, ML-based methods apply gyroscope signals with bias 

as input data during the training process. This exposes the 

model to bias, enabling it to learn and adjust accordingly while 

selecting parameters that produce the optimal attitude. Thus, in 

ML-based methods, bias robustness is reinforced in the model 

through an implicit approach. For the time-constant bias 

addressed in this study, rule-based methods explicitly applying 

bias compensation mechanisms demonstrated superior perfor-

mance compared with ML-based methods utilizing the implicit 

compensation approach. However, additional comparisons are 

required for the time-varying biases.

A detailed analysis of rule-based algorithms reveals that M2 

exhibits superior robustness across all data types, but a poor 

estimation performance under bias-free conditions. By con-

trast, M3 demonstrated better estimation performance under 

bias-free conditions and superior robustness in Case 1. How-

ever, its robustness for Case 2 was comparable to or slightly 
135 ⓒ The Korean Sensors Society
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lower than that of M4 and M5. This suggests that, in Case 2, 

ML-based methods may contribute more to the robustness than 

bias compensation mechanisms, as in M3. Therefore, further 

studies on bias compensation and attitude estimation using 

ML-based methods are required. Additionally, as this study 

focused solely on constant-bias validation, further validation is 

required for time-varying gyroscope bias components, such as 

in-run bias or temperature-induced bias variations.

5. CONCLUSIONS

This study compared and analyzed the robustness of rule- 

and ML-based attitude estimation methods against gyroscopic 

bias. The validation results showed that the robustness of the 

rule-based algorithms improved significantly owing to the bias 

compensation mechanism. In contrast, for the ML-based 

approaches, bias augmentation slightly improved the estima-

tion performance, but resulted in similar or worse robustness. 

Rule-based algorithms without a bias compensation mecha-

nism exhibited lower robustness than ML-based algorithms. 

However, once a bias compensation mechanism was applied, 

rule-based algorithms demonstrated superior robustness com-

pared with ML-based methods. 

However, the best-performing rule-based algorithm (M3) 

was less robust in Case 2 than in Case 1. Specifically, when the 

bias was 2.5°/s, the RMSE increment in Case 2 was approx-

imately twice that in Case 1. This suggests that the bias com-

pensation mechanism significantly contributes to the 

robustness against constant bias in data that include static inter-

vals (Case 1); however, its contribution is somewhat lower in 

data without static intervals (Case 2). Therefore, rule-based 

methods with bias compensation mechanisms are suitable for 

general fields that require attitude estimation technologies. 

However, even effective bias compensation mechanisms may 

exhibit reduced compensation performance under prolonged 

dynamic conditions, as in Case 2. Thus, it may be worth con-

sidering the use of ML-based methods for applications, such as 

aircraft or ships, exposed to dynamic conditions during long-

term operations. These findings provide insight into the per-

formance stability and reliability of attitude estimation meth-

ods when processing data affected by biases.

 As the findings of this follow-up study are limited to the 

validation of constant bias, additional studies are required to 

evaluate the robustness of attitude estimation methods against 

time-varying bias components. In ML-based methods, bias 

augmentation contributes less to robustness than the bias com-

pensation mechanism in rule-based algorithms. Accordingly, to 

achieve a higher estimation performance, ML-based methods 

may also need to explore alternative approaches to compensate 

for gyroscopic bias. 
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